Analysis of the discrete-time Geo/G/1 working vacation queue and its application to network scheduling
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ABSTRACT

In this paper we present an exact steady-state analysis of a discrete-time Geo/G/1 queueing system with working vacations, where the server can keep on working, but at a slower speed during the vacation period. The transition probability matrix describing this queuing model can be seen as an M/G/1-type matrix form. This allows us to derive the probability generating function (PGF) of the stationary queue length at the departure epochs by the M/G/1-type matrix analytic approach. To understand the stationary queue length better, by applying the stochastic decomposition theory of the standard M/G/1 queue with general vacations, another equivalent expression for the PGF is derived. We also show the different cases of the customer waiting to obtain the PGF of the waiting time, and the normal busy period and busy cycle analysis is provided. Finally, we discuss various performance measures and numerical results, and an application to network scheduling in the wavelength division multiplexed (WDM) system illustrates the benefit of this model in real problems.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Discrete time queues with vacations have been studied in the past by many researchers due to their wide applications in the performance analysis of digital communication systems and telecommunication networks including the Broadband Integrated Services Digital Network (B-ISDN), Asynchronous transfer mode (ATM), and related technologies. In all these cases, continuous-time queues which can be found in the monographs of Takagi (1991) and Tian and Zhang (2006), cannot be applied to related fields from the fact that the arrival and departure occur only at certain fixed time epochs. Meanwhile, it is well known that all discrete-time queues have two variations due to the specific nature of the arrivals and departures, arrival-first (AF) and departure-first (DF), which both have special implications in practice. According to AF policy, arrivals take precedence over departures, while under DF policy the opposite effect is observed, seen in Hunter (1983) and Bruneel and Kim (1993). Therefore, discrete-time vacation queues have received a rapid increase of research attention both in queueing theorists and practitioners.

For discrete-time queues with different vacation policies, the analysis can be found in Takagi (1993), Tian and Zhang (2006), Alfa (2003) and references therein. In these papers, they all assumed that during the vacations, the servers stop original service completely. Servi and Finn (2002) considered an M/M/1 queue in which the server works at a different rate rather than completely stopping service during the vacation period. This policy is called working vacations and the vacation period becomes the slower speed operation period of the queuing system. Subsequently, the steady-state analysis of the M/G/1 queue with working vacations was presented by Kim, Choi, and Chae (2003), Wu and Takagi (2006), while Baba (2005) further extended to a GI/M/1 queue with working vacations by the matrix-analytic method developed by Neuts (1981). A finite buffer GI/M/1 queue with working vacations was first studied by Banik, Gupta, and Pathak (2007). In recent years, by using the matrix geometric solution, Liu, Xu, and Tian (2007) obtained the steady-state results and the stochastic decomposition structures for the system indices in the M/M/1 queue with working vacations. By using the matrix-analytic method, the discrete-time GI/Geo/1 queues with working vacations have been studied by Li and Tian (2007), Li, Tian, and Liu (2007), Li, Tian, Zhang, and Luh (2009) and Li, Liu, and Tian (2009) studied the M/G/1 queue with working vacations where the server takes exponential multiple vacations.

In this paper, we consider a discrete-time Geo/G/1 queueing system with multiple working vacations where the server is working at the slower rate during the vacation period, noted as Geo/G/1(MWV). The analysis of this model is based on the use of the M/G/1-type matrix analytic approach developed by Neuts (1989) and the stochastic decomposition theory of the standard M/G/1 queue with general vacations in Shanthikumar (1988). The steady-state probability generating functions (PGFs) of the stationary performances are derived under the AF management policy, and the
conditional stochastic decomposition structures will be established. The queueing model discussed in the paper has potential applications in slotted digital communication systems such as ATM switching systems, circuit-switched TDMA systems and traffic concentrators. In such systems, messages or data arrive into the packet switching multiplexers that transmit packets using some service protocol. If there are few packets for transmission, the multiplexer can be assigned to execute both the current job and some other jobs, that is, some transmission ability is distributed to other jobs. A period in which the multiplexer executes both the current job and some other jobs can be treated as a vacation. By this mode, the utilization of the multiplexer can be improved in the real system.

The rest of this paper is organized as follows. In Section 2, the model is formulated as a two-dimensional embedded Markov chain at the departure epochs. In Section 3, by the Markov chain and matrix analytic methods, we obtain an expression for the PGF of the steady-state queue length. In Section 4, a more direct expression for the PGF of the queue length is derived by using the stochastic decomposition theory. By analyzing the conditional waiting time of a customer, the PGF of the waiting time is presented in Section 5. The busy period analysis is provided in Section 6. Finally, Section 7 contains some numerical results and an application in the WDM system to demonstrate the effectiveness of the model.

2. Model formulation and embedded Markov chain

We consider a discrete-time queueing system where the time axis is segmented into a sequence of equal time intervals (called slots). It is assumed that all queueing activities (arrivals and departures) occur at the slot boundaries, and therefore they may occur at the same time. For mathematical clarity, we define the arrival first (AF) system and suppose that the departures occur at the moment immediately before the slot boundaries which is similar to t = n and the arrivals occur at the moment immediately after the slot boundaries, i.e., t = n, n = 0, 1, · · · .

Customers arrive at the system according to a geometric arrival process with rate λ, that is, λ is the probability that an arrival occurs in a slot. The arrival-interval time T follows a geometric distribution with rate λ.

\[ P(T = j) = \lambda^j j^{-1}, \quad \lambda = 1 - \lambda, \quad 0 < \lambda < 1, \quad j \geq 1. \]

If, upon arrival, the server is idle, the service of the arriving customer commences immediately. Otherwise, the arriving customer joins the waiting line in order to be served. Service times of customers are synchronized on slot boundaries, that is, a customer can only start service at slot boundaries. Further, the service of a customer takes an integer number of slots, which implies that customers also start service at slot boundaries. Further, the service of a customer proceeds for another vacation and continues in this manner until the system enters into vacation, and ends at the instant when a working vacation finishes, is directly related to the slower service time. One whole vacation period may be composed of several vacation times and is different from one vacation time. Here this system is denoted as Geo/G/1(MWV) model. The service discipline is First Come First Served (FCFS).

Some recommended notations of the model are given as follows:

- \( S_0 \): the customer’s service time (in slots) during the busy period with the mean \( E(S_0) \);
- \( \{ b_j^{(i)} \}, j \geq 1 \): the general distribution of the normal service time \( S_0 \);
- \( G_0(z) \): the probability generating function of the normal service time \( S_0 \);
- \( \mu_0 \): the service rate during the normal period as \( 1/E(S_0) \);
- \( S_v \): the customer’s service time during the vacation period with the mean \( E(S_v) \);
- \( \{ b_j^{(v)} \}, j \geq 1 \): the general distribution of the vacation service time \( S_v \);
- \( G_v(z) \): the probability generating function of the vacation service time \( S_v \);
- \( \mu_v \): the service rate during the vacation period as \( 1/E(S_v) \);
- \( V \): one vacation time geometrically distributed with rate \( \theta (0 < \theta < 1) \).

We make assumption \( \mu_v < \mu_0 \) to enable a slower service rate during the vacation period, so that the working vacation policy is an scheme under which the system can operate at two different rates alternatively.

Let \( L(t) \) be the number of customers in the system at time \( t \) and \( L_n \) be the number of the customers at the instant of the \( n \)th service completion or customer departure. For the working vacation model, any service completion may occur during a service period or a working vacation period. Thus, we define a process

\[ X_n = (L_n, J_n), \quad n \geq 1, \]

where \( J_n \) symbolizes the system state at the \( n \)th departure (if the system stays in a working vacation period, or 1 if the system stays in a busy service period), then \( \{X_n, n \geq 1\} \) is a two-dimensional embedded Markov chain of our queueing system and its state space is

\[ \Omega = \{ (0, 0) \} \bigcup \{ (k, j), k \geq 1, j = 0, 1 \}. \]

The server only stays in the vacation period when there are no customers.

We introduce the expressions below

\[ a_j = \sum_{i \leq j} b_i^{(v)} \binom{k}{j} \varphi(1 - \varphi)^{j-i}, \quad j \geq 0, \]
where \( \{a_{ij} \geq 0 \} \) expresses the probability that there are \( j \) customer arrivals during \( S_b \) and has PGF and mean
\[
A(z) = \sum_{j=0}^{\infty} a_j z^j = \sum_{k=0}^{\infty} b_k^{(1)} \binom{k}{j} (jz)^j (1 - \lambda)^{k-j} \\
= \sum_{k=0}^{\infty} b_k^{(1)} [1 - \lambda (1 - z)]^k = G_b (1 - \lambda (1 - z)),
\]
\[
A'(1) = \lambda G_b(1) = \frac{j}{\mu_b} = \rho.
\]
Denote
\[
b_j = \sum_{k=\max(1, j)}^{\infty} {b_k^{(2)} \binom{k}{j} j^k (1 - \lambda)^{k-j} (1 - \theta)^k, \ j \geq 0;}
\]
\[
v_j = \sum_{k=\max(1, j)}^{\infty} \sum_{n=0}^{\infty} {b_k^{(2)} \binom{k}{j} j^k (1 - \lambda)^{k-j} (1 - \theta)^k \theta_n, \ j \geq 0.}
\]
\( \{b_{ij} \geq 0 \} \) has the probability explanation that \( V > S_b \) and \( j \) customers arrive during the service time \( S_b \). Meanwhile, \( \{v_{ij} \geq 0 \} \) expresses the probability that \( V \leq S_b \) and \( j \) customers arrive during the vacation time \( V \). We have
\[
\begin{align*}
\sum_{j=0}^{\infty} b_j = \sum_{k=0}^{\infty} b_k^{(2)} (1 - \theta)^k = G_b(1 - \theta), \\
\sum_{j=0}^{\infty} v_j = \sum_{k=\max(1, j)}^{\infty} {b_k^{(2)} [1 - (1 - \theta)^k] = 1 - G_b(1 - \theta)}.
\end{align*}
\]
\( \{b_{ij} \geq 0 \} \) and \( \{v_{ij} \geq 0 \} \) form two non-complete probability distributions. The corresponding partial probability generating functions are given as follows:
\[
B(z) = \sum_{j=0}^{\infty} b_j z^j = \sum_{k=0}^{\infty} {b_k^{(2)} \binom{k}{j} j^k (1 - \lambda)^{k-j} (1 - \theta)^k z^j} \\
= \sum_{k=0}^{\infty} b_k^{(2)} (1 - \theta)^k \sum_{j=0}^{\infty} {\binom{k}{j} j^k (1 - \lambda)^{k-j} z^j} \\
= \sum_{k=0}^{\infty} b_k^{(2)} (1 - \theta)^k [1 - \lambda (1 - z)]^k = G_b((1 - \theta)(1 - \lambda(1 - z))) ;
\]
\[
V(z) = \sum_{j=0}^{\infty} v_j z^j = \sum_{k=\max(1, j)}^{\infty} \sum_{n=0}^{\infty} {b_k^{(2)} \binom{k}{j} j^k (1 - \lambda)^{k-j} (1 - \theta)^k \theta_n z^j} \\
= \sum_{k=\max(1, j)}^{\infty} \sum_{n=0}^{\infty} {b_k^{(2)} (1 - \theta)^k [1 - \lambda (1 - z)]^k \theta_n} \\
= \sum_{k=\max(1, j)}^{\infty} b_k^{(2)} (1 - \theta)^k [1 - \lambda (1 - z)]^k \theta_n \\
= \frac{1}{1 - (1 - \theta)(1 - \lambda(1 - z))} \sum_{n=0}^{\infty} {b_k^{(2)} [1 - \lambda (1 - z)]^k \theta_n} \\
= \frac{1}{1 - (1 - \theta)(1 - \lambda(1 - z))} [1 - G_b((1 - \theta)(1 - \lambda(1 - z)))] \\
= \frac{1}{1 - (1 - \theta)(1 - \lambda(1 - z))} [1 - B(z)],
\]
where
\[
B'(1) = \lambda (1 - \theta) \sum_{j=0}^{\infty} b_j^{(2)} (1 - \theta)^j = \beta.
\]
\[
V'(1) = \frac{\beta}{\theta} (1 - G_b(1 - \theta)) - \beta.
\]
Let \( c_j = \sum_{k=\max(1, j)}^{\infty} a_{ij} k^j \geq 0, \) then \( c_j \) represents the probability that \( V \leq S_b \) and \( j \) customers arrive during the sum of \( V \) and \( S_b \), and we have
\[
\sum_{j=0}^{\infty} c_j = 1 - G_b(1 - \theta), \quad C(z) = \sum_{j=0}^{\infty} c_j z^j = V(z) A(z)
\]
and,
\[
C(1) = \left( \rho + \frac{\lambda (1 - \theta)}{\theta} \right) (1 - G_b(1 - \theta)) - \beta.
\]
We consider the one-step transition probabilities of \( (L_{mJ_n}) \).
(1) If \( X_n = (m, 1), \ m \geq 2 \): at the next departure epoch, the remaining customers are those \( m - 1 \) customers and new arriving ones during the service time \( S_b \), thus,
\[
X_{n+1} = (m + 1, j, 1) \quad \text{with probability } a_j, \ m \geq 2, \ j \geq 0.
\]
(2) If \( X_n = (1, 1), \) two cases happen. Firstly, at the \( (n + 1) \) th departure epoch, the remaining customers are those that have arrived during the normal service time \( S_b \); on the other hand, no customers arrive during the normal service time \( S_b \) and the system becomes empty. Thus,
\[
X_{n+1} = \begin{cases} (j, 1) & \text{with probability } a_j, \ j \geq 1; \\
(0, 0) & \text{with probability } a_0.
\end{cases}
\]
(3) If \( X_n = (m, 0), \ m \geq 2 \): there are also two cases at the next departure epoch. Case i: if \( V > S_b \), after this departure, the system stay in the vacation period and the remaining customers are those \( m - 1 \) customers and new arriving customers during the service time \( S_b \); Case ii: if \( V \leq S_b \), next departure happens during the normal service period and the remaining customers are those \( m - 1 \) customers and new arriving customers during the vacation time \( V \) and the service time \( S_b \). From the definition of \( b_j \) and \( c_j \), we have
\[
X_{n+1} = \begin{cases} (m - 1 + j, 0) & \text{with probability } b_j, \ j \geq 0; \\
(m - 1 + j, 1) & \text{with probability } c_j, \ j \geq 0.
\end{cases}
\]
(4) If \( X_n = (m, 0), \ m = 0, 1 \), by the similar analysis, we have
\[
X_{n+1} = \begin{cases} (j, 0) & \text{with probability } b_j, \ j \geq 1; \\
(j, 1) & \text{with probability } c_j, \ j \geq 1; \\
(0, 0) & \text{with probability } b_0 + c_0.
\end{cases}
\]
Using the lexicographical sequence for the states, the transition probability matrix of \( (L_{mJ_n}) \) can be written as the Block-Jacobi matrix
\[
\bar{P} = \begin{bmatrix} \mathbf{B}_0 & \mathbf{B}_1 & \mathbf{B}_2 & \mathbf{B}_3 & \cdots \\ \mathbf{C}_0 & \mathbf{A}_1 & \mathbf{A}_2 & \mathbf{A}_3 & \cdots \\ \mathbf{A}_0 & \mathbf{A}_1 & \mathbf{A}_2 & \cdots & \cdots \\ \vdots & \vdots & \vdots & \ddots & \ddots \end{bmatrix}
\]
where
\[
\begin{align*}
\mathbf{B}_0 &= \mathbf{b}_0 + c_0; \quad \mathbf{B}_i = \begin{bmatrix} b_i & c_i \end{bmatrix}, \quad i \geq 1; \\
\mathbf{C}_0 &= \begin{bmatrix} b_0 & c_0 \end{bmatrix}^T; \\
\mathbf{A}_i &= \begin{bmatrix} b_i & c_i \end{bmatrix}, \quad i \geq 0.
\end{align*}
\]
It follows from Eq. (1) that
\[
\mathbf{B}_0 + \sum_{i=1}^{\infty} \mathbf{B}_i e = 1, \quad \mathbf{C}_0 e + \sum_{i=1}^{\infty} \mathbf{A}_i e = e, \quad \sum_{i=0}^{\infty} \mathbf{A}_i e = e.
\]
where \( e = (1, 1)^T \) and \( T \) represents ‘transpose operation’. The stochoastic matrix \( \mathbf{P} \) is an \( M/G/1 \)-type matrix (see in Neuts, 1989). For such a model, the minimal nonnegative solution of the equation \( \mathbf{G} = \sum_{i=0}^{\infty} \mathbf{A}_i \mathbf{G} \) is important. To obtain the minimal nonnegative solution, one lemma is needed.
Lemma 1. If \( \rho = \lambda/\mu_b < 1 \), the equation \( z = G_0(1 - \lambda(1 - z)) \) has the minimal nonnegative root \( z = 1 \) and the equation \( z = G_0((1 - \theta)(1 - \lambda(1 - z))) \) also has the unique root in the range \( 0 < z < 1 \).

Proof. First, we consider the equation \( z = G_0(1 - \lambda(1 - z)) \). Let \( \psi'(z) = G_0(1 - \lambda(1 - z)) \) and \( 0 < \psi(0) = G_0(1 - \lambda) < \psi(1) = 1 \). And, for \( 0 < z < 1 \),

\[
\psi'(z) = \lambda G_0(1 - \lambda(1 - z)) > 0; \quad \psi''(z) = \lambda^2 G_0'(1 - \lambda(1 - z)) > 0.
\]

Meanwhile, from \( \rho = \lambda/\mu_b < 1 \), \( \psi'(1) = \rho < 1 \). Thus, the equation \( \psi(z) = z \) has the minimal nonnegative root \( z = 1 \). We set \( \phi(z) = z - G_0((1 - \theta)(1 - \lambda(1 - z))) \), and have

\[
\phi(0) = -G(1 - \theta(1 - \lambda)) < 0, \quad \phi(1) = 1 - G_0(1 - \theta) > 0.
\]

For \( 0 < z < 1 \), \( y = G_0((1 - \theta)(1 - \lambda(1 - z))) \) is an increasing function, thus the equation \( z = G_0((1 - \theta)(1 - \lambda(1 - z))) \) has a unique root in the range \( 0 < z < 1 \). \( \square \)

Lemma 2. If \( \rho = \lambda/\mu < 1 \) and \( \theta > 0 \), the matrix equation \( \mathbf{G} = \sum_{k=1}^{\infty} \mathbf{A} \mathbf{G}^k \) has the minimal nonnegative solution

\[
\mathbf{G} = \begin{bmatrix} \gamma & 1 - \gamma \\ 0 & 1 \end{bmatrix},
\]

where \( \gamma \) is the unique root in the range \( 0 < z < 1 \) of the equation \( z = G_0((1 - \theta)(1 - \lambda(1 - z))) \).

Proof. Because all \( \mathbf{A} \) are upper triangular, we can assume that the minimal nonnegative solution \( \mathbf{G} \) has the same structure as

\[
\mathbf{G} = \begin{bmatrix} r_{11} & r_{12} \\ 0 & r_{22} \end{bmatrix}.
\]

For \( i > 1 \), we have

\[
\mathbf{G}' = \begin{bmatrix} r_{11}' & r_{12}' \\ 0 & r_{22}' \end{bmatrix} = \begin{bmatrix} r_{11} + \sum_{j=1}^{\infty} r_{11} r_{12}^j \frac{1}{r_{22}} & r_{12} + \sum_{j=1}^{\infty} r_{12} r_{12}^j \frac{1}{r_{22}} \\ 0 & r_{22} \end{bmatrix}.
\]

Substituting \( \mathbf{G}' \) into the matrix equation, we obtain

\[
\begin{align*}
\rho'_{11} = \sum_{j=0}^{\infty} r_{11} r_{12} r_{22}^j G_0(1 - \theta), \\
r_{12}' = \rho'_{11} r_{22} G_0(1 - \theta), \\
r_{22}' = \sum_{j=0}^{\infty} r_{12} r_{22}^j r_{22} G_0(1 - \theta).
\end{align*}
\]

From Lemma 1, the first equation has the unique root \( r_{11}' = \gamma \) in the range \( 0 < r_{11}' < 1 \) and \( r_{22}' = 1 \). Taking \( r_{22}' \) into the second equation, we easily have \( r_{12}' = 1 - \gamma \). From the structure, \( \mathbf{G} \) is a stochastic matrix. \( \square \)

Theorem 1. The Markov chain \( \mathcal{P} \) is positive recurrent if and only if \( \sum_{i=0}^{\infty} \mu_i a_i = \rho = \lambda \mu^{-1} < 1 \).

Proof. Because

\[
\mathbf{A} = \sum_{i=0}^{\infty} \mathbf{A}_i = \begin{bmatrix} G_0(1 - \theta) & 1 - G_0(1 - \theta) \\ 0 & 1 \end{bmatrix}
\]

is a reducible stochastic matrix. With the notation of the equation (2.3.18) in Neuts (1989), \( \mathbf{A}(\mathbf{z}) = 1 \) is the degenerative stochastic matrix, and has the degenerative stationary distribution \( \pi(1) \). On the other hand, \( \mathbf{A}(\mathbf{z}) = a_0, i > 0 \), and \( \mathbf{A}(\mathbf{z}) = \sum_{i=0}^{\infty} \mathbf{A}_i (\mathbf{z}) = \rho. \) Thus, with Theorem 2.33 in Neuts (1989), the Markov chain \( \mathcal{P} \) is positive recurrent if and only if \( \pi(1) | (\mathbf{z}) = \rho < 1 \). \( \square \)

3. Queue length analysis

Our next objective is to study the steady-state distribution of the Markov chain \( \{X_n, n \geq 1\} \). Assume \( (I, J) \) be the stationary limit of \( X_n \) for \( (I, J) \), and the stationary distribution is defined by

\[
\pi_{ij} = P(L = k | J = j) = \lim_{n \to \infty} \frac{P_n(I = k, J_n = j)}{P_n(J_n = j)}, \quad (k, j) \in \Omega, \quad \pi = (\pi_0, \pi_1, \pi_2, \ldots), \quad \pi_0 = \pi_{00}; \quad \pi_k = (\pi_{0k}, \pi_{1k}), \quad k > 1.
\]

The evolution of the chain is governed by the one-step transition probabilities given by (1), then the Kolmogorov equations \( \mathbf{\pi} = \mathbf{\pi} \) together with the normalization condition for the stationary distributions are given by

\[
\begin{align*}
\pi_{00} &= \pi_{00}(b_0 + c_0), \\
\pi_{0k} &= \pi_{00}b_k + \sum_{j=1}^{k-1} \pi_{0j}A_{k-1-j}, \quad k > 1, \\
\pi_{0n} + \sum_{k=1}^{\infty} \pi_{0k}j &= 1.
\end{align*}
\]

(3)

3.1. Probability generating function

To resolve the system of Eq. (3), we introduce the row vector generating function

\[
\Phi(z) = \sum_{k=0}^{\infty} \pi_{0k} z^k, \quad |z| < 1.
\]

From the second equation in (3), it can be written as

\[
\Phi(z) = \pi_{00} b_0 z + \sum_{k=1}^{\infty} \pi_{0k} A_{k-1-j} = \pi_{00} b_0 z + \sum_{j=1}^{k-1} \pi_{0j} A_{k-1-j} - \pi_{1} A_0
\]

\[
= \pi_{00} \sum_{k=1}^{\infty} z^k B_k + \frac{1}{2} \pi_{1} z \sum_{j=1}^{k-1} z^{k-1-j} A_{k-1-j} - \pi_{1} A_0
\]

\[
= \pi_{00} \sum_{k=1}^{\infty} z^k B_k + \frac{1}{2} \Phi(z) A'(z) - \pi_{1} A_0,
\]

where

\[
A'(z) = \sum_{k=0}^{\infty} z^k A_0 = \begin{bmatrix} B(z) & C(z) \\ 0 & A(z) \end{bmatrix}.
\]

Furthermore,

\[
\Phi(z) = z \left[ \pi_{00} \sum_{k=1}^{\infty} z^k B_k - \pi_{1} A_0 \right] (z - A'(z))^{-1}
\]

and

\[
z I - A'(z) = \begin{bmatrix} z - B(z) & -C(z) \\ 0 & z - A(z) \end{bmatrix}
\]

We easily obtain the expression for \((z I - A'(z))^{-1}\) below:

\[
(z I - A'(z))^{-1} = \begin{bmatrix} \frac{z B(z) - C(z)}{z - A(z)} \\ 0 \end{bmatrix}
\]

Note \( u = b_0(\pi_{00} + \pi_{10}) \), and

\[
\pi_{00} \sum_{k=1}^{\infty} z^k B_k - \pi_{1} A_0 = \pi_{00} B(z) - b_0 C(z) - c_0 = (\pi_{00} b_0 + \pi_{10} c_0) - (\pi_{00} b_0 + \pi_{10} c_0 + \pi_{11} a_0)
\]

\[
= (\pi_{00} b_0 - u, \pi_{00} b_0 - u) = (\pi_{00} B(z) - u - \pi_{00} (1 - C(z)) \}

After some computation,

\[
\Phi(z) = z \pi_{00} B(z) - u, \pi_{00} (1 - C(z)) (z - A'(z))^{-1}
\]

\[
= z \left( \pi_{00} B(z) - u - \pi_{00} (1 - C(z)) \right) \left( z - B(z) (z - A(z))^{-1} \right)
\]

\[
= \pi_{00} B(z) - u - \pi_{00} (1 - C(z)) \left( z - B(z) (z - A(z))^{-1} \right).
\]

(4)
We get
\[
\phi(z) = \left( \pi_{\text{eq}} B(z) - \pi_{\text{eq}} A(z) + C(z) (\pi_{\text{eq}} B(z) - \pi_{\text{eq}} A(z)) + u (\pi_{\text{eq}} (1 - C(z))) (z - B(z)) \right) \\
\times \frac{1}{(z - B(z)) (z - A(z))}
\]
\[
= \frac{\pi_{\text{eq}} B(z) (z - A(z)) - \pi_{\text{eq}} A(z) (z - C(z)) + u (A(z) - B(z) - C(z))}{(z - B(z)) (z - A(z))}
\]
\]
\[
(5)
\]

The expression for the PGF \( L(z) = \pi_{\text{eq}} + \phi(z) \) of the stationary queue length at the departure epoch can be derived by the followings:
\[
\pi_{\text{eq}} (z - B(z)) (z - A(z)) + \pi_{\text{eq}} B(z) (z - A(z)) + \pi_{\text{eq}} A(z) (z - C(z)) + u (A(z) - B(z) - C(z))
\]
\[
(5)
\]

From Lemma 1, \( \gamma \) is the root of the equation \( z = G(z)^{1 - \theta} \). Regularity demands that the numerator of (5) equals 0 for \( z = \gamma \). Therefore, substituting \( z = \gamma \) into the numerator of (5), and noting \( B(\gamma) = \gamma \), one gets
\[
\pi_{\text{eq}} \gamma [1 + \gamma - A(\gamma) - (1 - C(\gamma))] + u (A(\gamma) - \gamma - C(\gamma)) = 0.
\]
\[
(6)
\]

Compute
\[
A(\gamma) - \gamma - C(\gamma) = A(\gamma) + \gamma, \gamma(1 + \gamma - A(\gamma) - (1 - C(\gamma))) = \gamma(\gamma - A(\gamma) - (1 - V(\gamma))).
\]

Substituting two equations into Eq. (6), we can obtain
\[
u = \pi_{\text{eq}} \gamma.
\]
\[
(6)
\]

It follows from Eq. (5) that
\[
L(z) = \pi_{\text{eq}} + \phi(z) e^{z}
\]
\[
= \pi_{\text{eq}} (z - B(z)) (z - A(z)) + z [\pi_{\text{eq}} B(z) (z - A(z)) - z (1 - C(z))] + \gamma (A(z) - B(z) - C(z))
\]
\[
(7)
\]

Using the normalizing condition \( L(1) = 1 \),
\[
\pi_{\text{eq}} = \frac{1 - G_{\text{eq}} (1 - \theta) - (1 - \gamma) (\rho G_{\text{eq}} (1 - \theta) - \delta (1 - \theta) (1 - G_{\text{eq}} (1 - \theta)))}{G_{\text{eq}} (1 - \theta) - (1 - \gamma) (\rho G_{\text{eq}} (1 - \theta) - \delta (1 - \theta) (1 - G_{\text{eq}} (1 - \theta)))}
\]
\[
(8)
\]

**Theorem 2.** The stationary queue length \( L \) at the departure epoch has the following generating function
\[
L(z) = (1 - \rho) \frac{A(z) (1 - z) (B(z) - z) + z (1 - z) (A(z) - B(z) - C(z))}{z (B(z)) (z - A(z))}
\]
\[
(9)
\]

where \( A(z), B(z) \) and \( C(z) \) are denoted in Section 2, and
\[
\delta = \frac{1 - G_{\text{eq}} (1 - \theta) - (1 - \gamma) (\rho G_{\text{eq}} (1 - \theta) - \delta (1 - \theta) (1 - G_{\text{eq}} (1 - \theta)))}{G_{\text{eq}} (1 - \theta) - (1 - \gamma) (\rho G_{\text{eq}} (1 - \theta) - \delta (1 - \theta) (1 - G_{\text{eq}} (1 - \theta)))}
\]
\[
(9)
\]

The steady-state queue length at the arbitrary epoch has the same distribution with that at the departure epoch, in other words, PASTA (Poisson arrivals see time average) property also exists in the discrete-time Geo/G/1 queue with working vacations. This result has been precisely explained in Li et al. (2009).

Moreover, we can derive the state probabilities of the system in the steady state.
\[
P(0) = \pi_{\text{eq}} \phi(z) e_{1} e_{1} = \pi_{\text{eq}} (1 - G_{\text{eq}} (1 - \theta))
\]
\[
= \frac{1 - G_{\text{eq}} (1 - \theta) - (1 - \gamma) (\rho G_{\text{eq}} (1 - \theta) - \delta (1 - \theta) (1 - G_{\text{eq}} (1 - \theta)))}{G_{\text{eq}} (1 - \theta) - (1 - \gamma) (\rho G_{\text{eq}} (1 - \theta) - \delta (1 - \theta) (1 - G_{\text{eq}} (1 - \theta)))}
\]
\[
(10)
\]

where \( e_{1} = (1, 0)^{T} \), and \( e_{2} = (0, 1)^{T} \).

**3.2. Stationary probability vector \( \pi \)**

With the results in Neuts (1989), we can generate the recursive equations of \( \pi_{k}, k \geq 0 \) by the following steps.

**Step 1:** Calculation of \( \pi_{1} \). From the relationship \( b_{0} (\pi_{00} + \pi_{10}) = -\gamma \pi_{00} \), we have
\[
\pi_{10} = \frac{\gamma - b_{0}}{b_{0} - \pi_{00}}.
\]
\[
(11)
\]

On the other hand, from the first equation in (3),
\[
\pi_{00} = \pi_{00} (b_{0} + c_{0}) + \pi_{00} \frac{\gamma - b_{0}}{b_{0}} (b_{0} + c_{0}) + \pi_{1}, \ a_{0}.
\]
\[
(11)
\]

Compute
\[
\pi_{1}, a_{0} = \pi_{00} \frac{1 - b_{0} - c_{0} - \gamma - \gamma}{b_{0} (b_{0} + c_{0})}
\]
\[
= \pi_{00} \left( 1 - \gamma \frac{b_{0} + c_{0}}{b_{0}} \right)
\]
\[
(11)
\]

and \( \pi_{11} \) can be obtained by the following equation:
\[
\pi_{11} = \frac{1}{a_{0}} \frac{b_{0} - \gamma b_{0} - \gamma c_{0}}{c_{0}} \pi_{00} = \frac{b_{0} (1 - \gamma) - \gamma c_{0}}{a_{0} b_{0}} \pi_{00}
\]
\[
(11)
\]

The expression for \( \pi_{1} \) is given by
\[
\pi_{1} = (\pi_{10}, \pi_{11}) = \pi_{00} \left( \frac{\gamma - b_{0}}{a_{0} b_{0}}, \frac{b_{0} (1 - \gamma) - \gamma c_{0}}{a_{0} b_{0}} \right)
\]
\[
(11)
\]

**Remark 1.** To give the calculation of \( \pi_{00}, \pi_{1}, \) Neuts (1989) introduced complicated stochastic matrices \( H \) and \( K \). (For more details, see Neuts, 1989, pp.25). However, without using \( H \) and \( K \), we can use the simple method to compute \( \pi_{1} \) in the Geo/G/1 queue with working vacations.

**Step 2.** The recursive equations of \( \pi_{k}, k \geq 2 \). From Theorem 3.2.5 in Neuts (1989),
\[
\pi_{k} = \left( \pi_{00} \mathbf{B}_{k} + \sum_{i=1}^{k-1} \pi_{i} \mathbf{A}_{i-1} \right) (\mathbf{I} - \mathbf{A}_{1})^{-1}, \quad k \geq 1,
\]
\[
(11)
\]

where \( \mathbf{B}_{r}, r \geq 1 \) are a series of two-dimensional row vectors, and \( \mathbf{A}_{r}, r \geq 1 \) two-dimensional matrices. For \( k = 1, \) Eq. (11) can be verified directly.

**4. Conditional stochastic decomposition**

In the previous section, we obtain the expression for the PGF of the queue length at the departure epoch. But, as in other papers, expression (9) has no certain implication and probability explanation, so that we cannot establish the relationship between the Geo/G1(MWV) and the standard Geo/G/1 queues, especially for the stochastic decomposition structure which exists in the standard queue with vacations and can be seen in the key papers Fuhrmann and Cooper (1985), Shanthikumar (1988). In this section, we mainly use the stochastic decomposition method in Shanthikumar (1988) to obtain the concise and definite expression for \( L(z) \).

Though Fuhrmann and Cooper (1988), Shanthikumar (1988) considered the M/G/1 queue with general (nonworking) vacations, in the model we analyze, under the condition that a customer is served by the normal rate, the operating process is stochastically equivalent to that of the M/G/1 queue with general (nonworking) vacations. Because we can obtain the stationary distribution of the number of customers at the busy period beginning instant,
the results in Shanthikumar (1988) are used to analyze the normal service period in the M/G/1 queue with working vacations.

As in Shanthikumar (1988), the service time of every customer in a regular busy period is called an active period and the length of vacation or service interruptions is called an inactive period. The server can work during the inactive period and alternates between active and inactive states. We allow the inactive period to have zero length. Using the definition of conditional probability, we have

$$L(z) = E[z^S|S = 1]P(S = 1) + E[z^S|S = 0]P(S = 0),$$

(12)

where $S = 0(1)$ represents the event that an arbitrary customer is served completely by the working vacation (normal) service rate, and:

$L^v$: the number of the customers at the starting instant of an inactive period in the steady state;

$L^f$: the number of the customers at the ending instant of an inactive period in the steady state;

$L^v(z)L^f(z)$: the corresponding PGF.

From the results in Section 3, we derive these important probabilities:

$$P_v = P(S = 0) = (\pi_{00} + \pi_{10})\beta_0 + \Phi(z)e_1|_{z = 1}$$

$$= (1 - \rho)G_\gamma(1 - \theta)(1 - \gamma)$$

$$= 1 - G_\gamma(1 - \theta) - (1 - \gamma)\left(\rho G_\gamma(1 - \theta) - \frac{1}{\beta_0}(1 - \theta)(1 - G_\gamma(1 - \theta))\right)$$

$$P_b = P(S = 1) = (\pi_{00} + \pi_{10})\zeta_0 + \pi_{11}\lambda_0 + \Phi(z)e_2|_{z = 1} = 1 - P_v$$

$$= 1 - G_\gamma(1 - \theta) - (1 - \gamma)\left(\rho G_\gamma(1 - \theta) - \frac{1}{\beta_0}(1 - \theta)(1 - G_\gamma(1 - \theta))\right)$$

$$= 1 - G_\gamma(1 - \theta) - (1 - \gamma)\left(\rho G_\gamma(1 - \theta) - \frac{1}{\beta_0}(1 - \theta)(1 - G_\gamma(1 - \theta))\right)$$

where $P_v \neq P(J = 0)$ and $P_b \neq P(J = 1)$.

We first obtain the distribution of the number of the customers $Q_b$ at the busy period beginning instant, in other words, the working vacation period ending instant. Introduce the last service completion before the busy period beginning instant as an embedded point, then $Q_b = k$ can be caused by two cases, case 1: under the condition the system stays in the vacation period after the last service and the vacation time is not longer than $s_k$, i.e., $V < s_k$; (2) customers are left and $k - j$ customers arrive during the working time $V$; case 2: under the same condition, no customers are left and $k - 1$ customers arrive during the vacation time $V$. The probability that the system stays in the vacation period after the last service before the instant of beginning of the busy period and $V \leq S_v$ is related by

$$P(J = 0, V \leq S_v) = \sum_{i = 0}^{\pi_{10}} \times P(V \leq S_v) = P(J = 0)(1 - G_\gamma(1 - \theta))$$

The distribution of $\tau_k$ is derived following:

$$\tau_k = P(Q_b = k) = \frac{1}{\pi_{00}(1 - \gamma)}\left(\pi_{00}\sum_{j=1}^{k}\nu_{0j}\nu_{k-j} + \pi_{00}\nu_{k-1}\right), \quad k \geq 1.$$

The generating function for $\tau_k$, $k \geq 1$ is

$$Q_b(z) = \sum_{k=1}^{\infty} \tau_k z^k = \frac{1}{\pi_{00}(1 - \gamma)}\left(\pi_{00}\sum_{j=1}^{k}\nu_{0j}\nu_{k-j} + \pi_{00}\sum_{k=1}^{\infty} \nu_{k-1}\right)$$

$$= \frac{1}{\pi_{00}(1 - \gamma)}\{\Phi(z)e_1 V(z) + \pi_{00}zV(z)\}$$

$$= \frac{1}{1 - \gamma}\left(\frac{z(B(z) - \gamma)}{z - B(z)}\right)V(z)$$

$$= \frac{1}{1 - \gamma}\left(\frac{z(B(z) - \gamma)}{z - B(z)}\right)V(z)$$

(13)

We obtain

$$E(Q_b) = \frac{P_b(1 - \rho)}{\pi_{00}(1 - \gamma)}.$$

Theorem 3. The PGF of the stationary queue length $L$ at the departure epoch has the expression

$$L(z) = P \frac{1 - G(1 - \theta) B(z)(z - \gamma)}{z - B(z)} + P_b \frac{1 - G(1 - \theta) A(z)}{A(z) - z}$$

$$\times \frac{1 - Q_b(z)}{E(Q_b)(1 - z)}.$$

Proof. From (12),

$$E[z^S|S = 1] = E(z^n)E(z^k),$$

where $N$ is the number of customers in a standard Geo/G/1 queue in the steady state under AF policy, and the PGFs of $N$ and the additional variable $X$ are

$$E(z^k) = \frac{(1 - \rho)(1 - \gamma)A(z)}{A(z) - z},$$

$$E(z^x) = \frac{L(z) - L(z)}{A(z) - z} (1 - \rho).$$

(16)

The important problem below is to solve $E(z^k)$. Firstly, consider $L^f(z)$. Note that $L^f = k$ includes two disjoint cases: (1) $L^f = k$, if there is an inactive period of zero length in two successive active periods. (2) $L^f = 0$ and there are $k$ customers in the system when a working vacation ends. From the definition and results of $Q_b$, above we have

$$P[L^f = k] = P[L^f = k] + P[L^f = 0] \tau_k, \quad k \geq 1.$$  

and $P[L^f = 0] = 0$. Multiplying $z^k$ for two sides of (17) and summing for all $k$, after some transform, we get

$$L^f(z) = L^f(z) - P[L^f = 0](1 - Q_b(z)).$$

From (16),

$$E(z^k) = \frac{P[L^f = 0](1 - Q_b(z))}{(1 - \rho)(1 - z)}.$$  

Using $E(z^k)_{z = 1} = 1$, we obtain $P[L^f = 0] = (1 - \rho)(E(Q_b))^{-1}$ and

$$E(z^k) = \frac{1 - Q_b(z)}{E(Q_b)(1 - z)}.$$  

The expression of (14) is derived from (12). □

Remark 2. We can easily prove that Eq. (14) is equivalent to (9). As stated above,

$$L(z) = \pi_{00}y + \Phi(z)e_1 + \pi_{00}(1 - \gamma) + \Phi(z)e_2.$$  

It can be demonstrated from Eq. (15) that

$$\pi_{00}y + \Phi(z)e_1 = P \frac{1 - G(1 - \theta) B(z)(z - \gamma)}{z - B(z)}.$$  

We only need to verify the equation
\[
P_b (1 - \rho)(1 - z) A(z) \frac{1 - Q_b(z)}{E(Q_b)(1 - z)} = \pi_{00}(1 - \gamma) + \Phi(z)e_2.
\]
Substituting the expression for \(Q_b(z)\) into the left side and with the relationship \(E(Q_b) = P_b(1 - \rho)(\pi_{00}(1 - \gamma))^{-1}\), we obtain
\[
P_b (1 - \rho)(1 - z) A(z) \frac{1 - Q_b(z)}{E(Q_b)(1 - z)} = \pi_{00} A(z) \frac{2(z - \gamma)(z - B(z))}{E(Q_b)(1 - z)}.
\]

By the similar computing, we can verify that Eqs. (14) and (9) are equivalent.

The average number of customers in the queue is given by
\[
E(L) = P_r \left\{ \frac{\beta}{G_r(1 - \theta)} + \frac{1 - \beta}{1 - G_r(1 - \theta)} \right\} + P_b \left\{ \rho + \frac{\lambda E(S_b(S_b - 1))}{2(1 - \rho)} + \frac{E(Q_b(Q_b - 1))}{2E(Q_b)} \right\}.
\]

Denote \(L_w\) the number of the left customers in the system after a vacation. The expression for the PGF of the waiting time \(W_p\) can be decomposed into two independent random variables: \(W_p = W_o + W_b\) where the additional delay \(W_o\) has the PGF
\[
W_o(z) = \frac{\lambda(1 - Q_b(z + 1))}{E(Q_b)(1 - z)}
\]
By the similar reasoning as \(W_o\), we get the following relationship
\[
E(z^{L_w} | S = 0) = W_o(1 - \lambda(1 - z) + \mu_l(G_G(1 - \lambda(1 - z)))
\]
Taking \(s = 1 - \lambda(1 - z)\) gives
\[
W_o(z) = \frac{1 - G_r(1 - \theta) - \mu_l(G_G(1 - \theta)z(1 - z - \lambda(1 - \gamma)))}{1 - \lambda(1 - G_r(1 - \theta)z)}.
\]

The expression for the PGF of the waiting time \(W\) is
\[
W(z) = P_r W_p(z) + P_b W_o(z)
\]
\[
= P_r \left\{ \frac{1 - G_r(1 - \theta) - \mu_l(G_G(1 - \theta)z(1 - z - \lambda(1 - \gamma)))}{1 - \lambda(1 - G_r(1 - \theta)z)} \right\} 
\times \frac{1}{G_r(z)} + \frac{P_b (1 - \rho)(1 - z)}{1 - z - \lambda(1 - G_r(1 - \theta)z)}.
\]

The average waiting time in the queue is given by
\[
E(W) = P_r \left\{ \frac{1}{\lambda} \left[ \frac{\beta}{G_r(1 - \theta)} + \frac{1 - \beta}{1 - G_r(1 - \theta)} - 1 \right] \right\} \frac{1}{\mu_r} 
\times E(S_b(S_b - 1) + \frac{E(Q_b(Q_b - 1))}{2E(Q_b)} \right\}.
\]

Remark 3. We can obtain the results of the steady-state waiting time in two special models presented in Section 4, which are agreement in those in Takagi (1993) and Tian and Zhang (2006).

6. Busy period analysis

In this section, we present the busy period analysis and denote some notation below:

\(D_s\): a regular busy period which means the duration in which the server works at the normal rate continuously;

\(V_s\): a whole vacation period which means the duration in which the server takes vacations continuously;

\(C\): a busy cycle which is composed of a working vacation period \(V_s\) and subsequent regular busy period \(D_s\);

\(D\): the regular busy period in the standard Geo/G/1 queue without vacations under the AF policy.

A regular busy period \(D_s\) starts at the instant when a working vacation finishes, and ends at the instant that the system becomes...
empty and enters into vacation. A whole vacation period \( V_p \) begins at the instant that the system enters into vacation, and ends at the instant when a working vacation finishes. During a vacation period \( V_p \), if there are customer arrivals, the server will work at the vacation service rate.

We assume \( D(z) \) the PGF of the regular busy period in the standard Geo/G/1 queue without vacations under the AF policy. As we all know, \( D(z) \) satisfies the equation

\[
D(z) = E[z^D] = G_b(z(1 - \lambda(1 - D(z)))) ,
\]

and

\[
E[D] = \frac{1}{h_0(1 - \rho)} .
\]

In our model, when there are \( k \) customers at the instant when a working vacation ends, i.e., \( Q_0 = k \), due to the memoryless property of the arrival process, this regular busy period \( D_v \) is the \( k \)-dimensional convolution of \( D \), in other words,

\[
\{D_v\}_{Q_0 = k} = D^k.
\]

Denoting the PGF of the regular busy period \( D_v \) by \( D_v(z) \), we have

\[
D_v(z) = E[z^{D_v}] = \sum_{k=1}^{\infty} E[z^{D_v} | Q_0 = k] P(Q_0 = k) = \sum_{k=1}^{\infty} (E[z^{D}])^k \tau_k = Q_0(D(z)).
\]

Further, the expected regular busy period \( E(D_v) \) can be given by

\[
E(D_v) = E(Q_0) E(D) = \frac{1 - G_v(1 - \gamma)(1 - \gamma)(1 - \gamma)}{h_0(1 - \rho)(1 - \gamma)(1 - \gamma)(1 - G_v(1 - \theta))} .
\]

The relationships

\[
P(J = 1) = \frac{E(D_v)}{E(C)} = \frac{E(D_v)}{E(D_v) + E(V_p) + E(V_g)} \quad \text{and} \quad P(J = 0) = \frac{E(V_p)}{E(C)} = \frac{E(V_p)}{E(D_v) + E(V_p) + E(V_g)}
\]

exist. We can easily compute the expected busy cycle \( E(C) \) and working vacation period \( E(V_p) \):

\[
E(V_p) = \frac{(1 - \rho)(1 - \gamma)}{1 - G_v(1 - \gamma)(1 - \gamma)(1 - \gamma)(1 - G_v(1 - \theta))} \times \frac{1 - G_v(1 - \gamma)(1 - \gamma)(1 - \gamma)}{h_0(1 - \rho)(1 - \gamma)(1 - \gamma)(1 - G_v(1 - \theta))} .
\]

\[
E(C) = \frac{1 - G_v(1 - \theta)(1 - \gamma)(1 - \gamma)(1 - \gamma)(1 - G_v(1 - \theta))}{1 - G_v(1 - \theta)(1 - \gamma)(1 - \gamma)(1 - \gamma)(1 - G_v(1 - \theta))} \times \frac{1 - G_v(1 - \theta)(1 - \gamma)(1 - \gamma)(1 - \gamma)(1 - G_v(1 - \theta))}{h_0(1 - \rho)(1 - \gamma)(1 - \gamma)(1 - G_v(1 - \theta))} .
\]

### 7. Numerical results

To demonstrate the applicability of the results obtained in the previous sections, some numerical results have been presented in the form of tables and graphs. Numerical results show the behavior of some performance measures against the variation of a critical model parameters. All the results are given in one type of special Geo/Geo/1 models with geometric service time \( S_\theta \), with parameter \( \mu_b = 0.6 \). We need two recommended parameters:

- \( E(W) \): the stationary waiting time in the Geo/Geo/1 queue with classic (non-working) vacations.
- \( E(W_v) \): the stationary waiting time in the Geo/Geo/1 queue without vacations.

Firstly, we consider a model with the arrival rate \( \lambda = 0.3 \), vacation rate \( \theta = 0.55 \), the geometric \( S_\theta \) with parameter \( \mu_\theta (0 < \mu_\theta < 0.6) \) and this model is noted as Geo/(Geo,Geo,Geo)/1. Table 1 shows a series of steady-state performance measures for some special values of \( \mu_\theta \) in the range of \((0, 0.6)\). We have \( E(W) = 1.4848 \), and \( E(L) \), \( E(W) \), and \( E(V) \) all decrease with corresponding increase of the vacation service rate \( \mu_\theta \). We notice the difference between \( E(W) \) and \( E(W_v) \), in that the waiting time in working vacation queue will be declined and the extent of decreasing will be larger.

Further, to present the effects of the variation of some critical parameters on performance measures, we consider a same Geo/(Geo,Geo,Geo)/1 model for the numerical results in Table 1, Figs. 1 and 2 to provide the continuity for the results analysis. Fig. 1 shows the expected queue length \( E(L) \) and waiting time \( E(W) \) against \( \mu_\theta \). Fig. 2 shows \( E(W_v) \) and \( E(W_v) \) are almost linearly decreases to a fixed value in the given range of \( \mu_\theta \). Furthermore, for a fixed \( \mu_\theta \), \( E(L) \) decreases as the vacation rate \( \theta \) increases. When the system

![Fig. 1.](image-url)
has the loaded traffic (for example, $\rho = 0.83$), $E(W)$ is larger than that in unloaded traffic (for example, $\rho = 0.33$ or $\rho = 0.5$). Meanwhile, in Fig. 2, we have plotted $P_b$ and the expected busy period $E(D_v)$ against $l_v$. When $l_v = 0$, i.e., no service exists during the vacation, $P_b = 1$ means that each service is completed by the normal rate $\mu_v$. With the increase of the $l_v$, this probability decreases and part of those customers or jobs who arrive during the vacation period may be processed in the vacation period, thus $P_b$ decreases. If keeping a fixed $\mu_v$ and $\theta$ in a loaded system, $P_b$ will become
larger. In Figs. 1 and 2, the same $\theta = (0.55)$ is used in the expected waiting time and busy period charts to provide the continuity for the result analysis, which also show the coherence with the results in Table 1.

Finally, in Figs. 3 and 4, we have presented another models where $S_v$ follows Negative Binomial distribution NB $(r,p)$ where $r = 2, p = \mu_s / (\mu_s - 0.6)$. In Fig. 4, to present the effect of the working vacation on the waiting time, we show the difference of $E(W)$ and $E(W_0)$. We have run this experiment for $E(L)$ and $E(W)$ against two parameters and observe almost similar behavior as described for the above figures.

8. Application to network scheduling

Various applications based on traffic in the wavelength division-multiplexed (WDM) system need effective control protocols and efficient algorithms to support quality of service (QoS). Tremendous traffic demand in all optical networks needs an appropriate optical control layer supported with configurability, restorability, bandwidth utilization and node accessibility. Several approaches have been proposed to manage the optical traffic through WDM network involving optical system, where using a queue scheduling algorithm is one of the core mechanisms to achieve the network intermediate nodes (routers and switches) for the QoS control. By scheduling the transmission rates of the wavelength, QoS in each node will be achieved. One of the solution methods of intermediate nodes in multimedia service access network is the polling scheduling approach, where a token will operate in a cycle mode from one node to another node. This scheme is widely applied in computer and communication networks, but data in some nodes may not be transmitted timely and make them hungry. To overcome this disadvantage, based on the working vacation scheme, we propose a cyclic polling model in WDM by reserving wavelength transmission ability.

The cyclic polling system consists of $M$ nodes (as queues) or terminals (all of the queues have infinite capacity). In the working vacation polling system, node $i$ has permanent wavelengths assigned to it corresponding to the capability of being serviced at a reserved rate $\mu_v$. The polling wavelengths serve at an additional rate of $v = 0$ and the working vacation polling system with described parameters of Figs. 7 and 8. One may observe from Fig. 7 that average data number in each node under the working vacation polling scheme is smaller than that in the classic polling system whenever the values of $\rho$ and $\theta$ are fixed. Fig. 8 presents almost similar behavior as described in the above Fig. 7. It is illustrated that the performance of the WDM is improved considerably under this polling service based on the working vacation scheme.

As a final remark, we observe that our numerical results have been illustrated for three specific choices of the service time distribution and those performance measures we have obtained in the previous sections can be used to reasonably represent some practical problems.

9. Conclusion

This paper suggests the system framework for a Geo/G/1 queue with working vacations. The results establish the evident relationship between the Geo/G/1 queue with regular vacations and the Geo/G/1 queue with working vacations. We have found two important methods, the matrix analytic approach and the stochastic decomposition theory, to analyze the working vacation M/G/1-type queues. The analysis method can be extended to other more general models, such as discrete-time Batch Markov Arrival Process (D-BMAP). The paper presents an application to network scheduling in slotted digital communication systems, which is called a cyclic polling model by reserving wavelength transmission ability. The performance analysis of a WDM system would suggest that the working vacation policy can represent various types of problems in practice efficiently. Naturally, the practical utility and further evolution of the models suggested in this paper need to be evaluated in light of actual applications. This points to a general tendency which deserves further study.

We have pointed out several directions in which our basic models can and should be generalized. Of the biggest interest to us is the incorporation of economic costs and customers’ behavior. Under the working vacation policy, the server can economize the cost by transforming the service rates, but this may result in the dissatisfaction from the customers, who will choose “to be served” or “to leave”. And the effect of intentionally supplied status information to customers is of great importance in practice, and appropriate methods for its incorporation and investigation within the rational model are yet to be explored. All in all, it is apparent that much remains to be done in this area.

Acknowledgements

The authors thank editors and referees for their valuable comments and suggestions, which are very helpful to improve the manuscript. This research is supported by Humanities and Social Science Fund in Ministry of Education in China (No. 10YJC630114).

References


