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Abstract

« We propose a model selection method to systematically
evaluate the contribution to asset pricing of any new factor,
above and beyond what a high-dimensional set of existing
factors explains.

e Our methodology accounts for model selection mistakes that
produce a bias due to omitted variables, unlike standard
approaches that assume perfect variable selection.

« We apply our procedure to a set of factors recently discovered
In the literature. While most of these new factors are shown to
be redundant relative to the existing factors, a few have
statistically significant explanatory power beyond the hundreds
of factors proposed in the past.




Introduction

The search for factors that explain the cross section of expected
stock returns has produced hundreds of potential candidates.

!

A fundamental task facing the asset pricing field today is to
bring more discipline to the proliferation of factors.

In particular, a question that remains open is: how to judge
whether a new factor adds explanatory power for asset pricing,
relative to the hundreds of factors the literature has so far
produced?




Introduction

This paper provides a framework for systematically evaluating
the contribution of individual factors relative to existing factors
as well as for conducting appropriate statistical inference in this
high-dimensional setting.

More specifically, we provide a methodology for estimating and
testing the marginal importance of any factor g, in pricing the

cross section of expected returns beyond what can be explained
by a high-dimensional set of potential factors h..




Introduction

testing whether g, iIs useful in explaining asset prices while
controlling for the factors in h,

@ h, consists of a small number of factors

estimating the loadings of the stochastic discount factor(SDF) on g, and h,
and testing whether the loading of g, is different from zero

 whether g, is useful for pricing the cross section
 how shocks to g, affect marginal utility(a direct economic interpretation)

@ h, consists of potentially hundreds of factors

« standard statistical methods to estimate and test the SDF loadings become
Infeasible

 result in poor estimates and invalid inference because of the curse of
dimensionality

i IE R
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Introduction

@ h, consists of potentially hundreds of factors

The curse of dimensionality

|

Reduce the dimensionality

|

Variable selection techniques

|

Oracle Property

Oracle Property:

An asymptotic property that guarantees that
under certain assumptions, as the sample
size goes to infinity, the procedures will
eventually recover the true model.

In practice(finite-sample), the oracle property
never holds.

« Any omission of relevant factors due to
model selection errors

 distorts the asymptotic distribution of the
estimator

« leading to incorrect inference on the
significance of the loading(even the sign)

shanxi umiversiey



Introduction

double-selection (DS) estimation procedure:
Combines cross-sectional asset pricing regressions with the DS LASSO of
Belloni, Chernozhukov, and Hansen (2014b)

» (1) starts by using a two-step selection method to select “control” factors
from h, (apply some dimension-reduction method (LASSO, Elastic Net,
PCA, etc.))

« (1.a) first-stage LASSO

A first set of factors is selected from h, based on their pricing ability for the
cross section of returns.

* (1.b) second LASSO< : The key contribution™
the second step adds factors whose covariances with returns are highly
correlated in the cross section with the covariance between returns and g,

» (2) then estimates the SDF loading of g, from cross-sectional regressions
that include g, and the selected factors from h.. —
a YL R
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The key contribution

machine learning methods

better prediction

!

minimize out-of-sample prediction error

/

have small in-sample SDF loadings
(contribute little to pricing assets in the cross section)

whose covariance with returns(risk exposures)
Is highly cross-sectionally correlated with
exposures to g,

Certain variables

may exclude

(contribution to prediction<the cost of inclusion)

The key contribution of our paper is to show that despite the mistakes that LASSO
inevitably makes in selecting the model, correct inference can be made about the
contribution to asset pricing of a factor g..

shanxi universiey



Relation to the existing literature

« Kozak, Nagel, and Santosh (2018)(first step)

take a large set of factors (h,), apply some dimension-reduction method, and
Interpret the resulting low-dimensional model as the SDF

« Giglio and Xiu (2016)

show how to make inference on risk premia in the presence of omitted factors

(Importantly, only SDF loadings addressed in this paper can speak to the ability
of factors to explain asset prices)

 Belloni, Chernozhukov, and Hansen (2014b)

the double-selection LASSO method(originally designed for linear treatment
effect models)
 Barillas and Shanken (2018) and Fama and French (2018))

evaluate by estimating and testing the alpha of a regression of the new factor on
existing factors

shanxi universiey
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. Methodology




. Methodology
A. Model Setup

» We start from a linear specification for the SDF,

my =gt =g AT =y (1 /:xjgf ) (1)
\

SDF loadings of the factors g, SDF loadings of the factors h,

Yo . the zero-beta rate
g, :ad X 1 vector of factors to be tested
h,:ap X 1 vector of potentially confounding factors

* We observe an nX1 vector of test asset returns, r,. Because of (1), expected
returns satisfy

E@) = t,y0 + Cohy = tu¥0 + Cohg + Chrip, (2)

where 7, isan n X 1 vector of 1s, C, = Cov(r, , a,), fora=g, h, or v.

Equation (2) represents expected returns in terms of (univariate) covariances
with the factors, multiplied by 4, and 4,..

iy K%
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U A Madal Cotrin
LA Model Setup e

 Furthermore, we assume that the dynamics of r, follow a standard linear

factor model,
re = E(ry) + Bsgr + Brhe + uy, (3)

where 5, and f, are n X d and nX p factor loading matrices and u;isan nXx1
vector of idiosyncratic components with E(u,) = 0 and Cov(u,,v,) = 0.

« An equivalent representation of expected returns can be obtained in terms
of multivariate betas,

E(ry) = thyo + BsYs + Brvh, (4)

where f, and f, are the factor exposures (i.e., multivariate betas) and y, and y,
are the risk premia of the factors.

i IE R
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U A RMAdal Catrirn
LA Model Setup  somemmr——————

E@) =ty + Cg}‘-g + Crin, (2)

E() = wyo + BsVe + Brvn, (4)

SDF loadings 4 and risk premia y are directly related through the covariance matrix of
the factors, but they differ substantially in their interpretation.

The risk premium of a factor tells us whether investors are willing to pay to hedge a
certain risk factor, but it does not tell us whether that factor is useful in pricing the cross
section of returns.

As discussed extensively in Cochrane (2009), to understand whether a factor is useful
In pricing the cross section of assets, we should look at its SDF loading instead of its
risk premium.

iy K%
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U A Madal Cotrin
LA Model Setup e

» Because the link between SDF loadings and risk premia depends on the
covariances among factors, write the projection of g, on h, as

g: = nh, +z, where Cov(z,h)=0. (5)

« For the estimation of 4, characterize the cross-sectional dependence between
C, and C,. So we write the cross-sectional projection of C onto C; as

Cg:£n§T+Ch}{T+Cer (6)

where £isad X 1 vector, yisad X p matrix, and C, is an n X d matrix of
cross-sectional regression residuals.

i IE R
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A

Methodology

B. Challenges with Standard Two-Pass Methods in High-Dimensional Settings

Two-Pass Methods(Jensen, Black, Scholes (1972) and Fama, MacBeth (1973))
The procedure involves two steps:

E(ry) = twyo + Bs Ve + Buvns =) K@) =ty + Cgrg + Cirp,

an asset-by-asset time-series regression * an asset-by-asset time-series regression
that yields estimates of the individual == that yields estimates of the covariances
factor loadings /s between returns and factors

a  cross-sectional  regression  of » a cross-sectional regression of expected
expected returns on the estimated.:> returns on the estimated the covariances
factor loadings that yields estimates of between returns and factors that yields
the risk premia y . estimates of the SDF loadings of the

factors A.

shanxi un iversicy
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B. Challenges with Standard Two-Pass Methods in High-Dimensional Settings

Challenges (Two-Pass Methods)
 Ina low-dimensional setting, the method above should work smoothly

 hundreds of factors, the standard cross-sectional regression with all factor covariances
included is at best highly inefficient.

« when p > n, standard Fama-MacBeth approach becomes infeasible.

Existing literature employs ad hoc solutions:
in testing for the contribution of a new factor, it is common to

 cherry-pick a handful of control factors, such as the prominent Fama-French three
factors

« effectively imposing an assumption that the selected model is the true one and is not
missing any additional factors.

* However, this assumption is clearly unrealistic.

iy K%
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C. Sparsity

* Impose a sparsity assumption in our setting

a relatively small number of factors exist in h,, whose linear combinations along
with g, nest the SDF m,

» Does sparsity make sense in asset pricing?

Adopted the concept of sparsity without always explicitly acknowledging it
« Compare with PCA

sparse models are easier to interpret and to link to economic theories
* one should “bet on sparsity”

since no procedure does well in dense problems. (sparse versus dense)

not means true model should always involve only a very small number of factors in
absolute terms, say three or five. More nonzero coefficients can be identified given
better conditions (e.g., larger sample size).

2 PR

shanxi umiversiey



O
1 Methodology e s

D. LASSO and Model Selection Mistakes

 LASSO estimator

incorporates into the least-squares optimization a penalty function on the L1 norm of
parameters leads to an estimator that has many zero coefficients in the parameter
vector.

« “Post-LASSO” estimator(Belloni, Chernozhukov (2013))

The Post-LASSO estimator runs LASSO as a model selector and then refits the least-
squares problem without penalty, using only those variables that have nonzero
coefficients in the first step.

i IE R
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LD' LASSO and Model Selection Mistakei___—
Model Selection Mistakes

machine learning methods

bett dicti have small in-sample SDF loadings
cHer prediction (contribute little to pricing assets in the cross section)

L 1 . whose covariance with returns(risk exposures)
minimize out-of-sample prediction error | is highly cross-sectionally correlated with

/ exposures to g

Certain variables |may exclude
(contribution to prediction<the cost of inclusion)

* In any finite sample, we can never be sure that LASSO or Post-LASSO will select the
correct model, just like we cannot claim that the estimated parameter values in a given
finite sample are equal to their population counterparts.

* We need to ensure that these factors are included in the set of controls even if LASSO

would suggest excluding them.
» Note that this issue is not unique to high-dimensional problems, but it is arguably more

severe in such a scenario because model selection iIs inevitable.

shanxi umiversiey



E. Two-Pass Regression with Double-Selection LASSO

The regularized two-pass estimation proceeds as follows:
(1) Two-pass variable selection

(1.a) Run a cross-sectional LASSO regression of average returns on sample
covariances between factors in h, and returns,

best explain the cross
section of expected returns

(1.b) For each factor j in g, (with j = 1, ---, d), run a cross-sectional LASSO
regression of C,.; (the covariance between returns and the jth factor of g,) on C, (the
covariance between returns and all factors h,)

whose exposures are highly _il/A . o L
min 4 1 H (Cg-'--f'_"ﬂé.f’—CILXJ-_.)H +in x;lg- (8)

correlated with the exposures
to g, in the cross section. & X

min ln‘l HF — 1,y — Cpa
WA

2
- mn‘luinl}, (7)

(2) Post-selection estimation

Run an OLS cross-sectional regression using covariances between the selected factors
from both steps and returns

(:VU -'““ -‘"‘-h) — argmn}ir}; lH — Yo — g - 6&-}% r .
» We refer to this procedure as the
DS approach =0, Vj¢l=T1 U]‘r“gl | (9)
 the single selection (SS) approach
that involves only (1.a) and (2)




O
1 Methodology e s

E. Two-Pass Regression with Double-Selection LASSO

« The LASSO estimators involve only convex optimizations, so that the
implementation is quite fast. Statistical software such as R, Python, and Matlab have
packages that implement LASSO using efficient algorithms.

* Double machine learning(Chernozhukov et al. (2018)): Either (1.a) or (1.b) can be
replaced by other machine-learning methods such as regression tree, random forest,
boosting, and neural network, or by subset selection, partial least squares, and PCA
regressions.

» Double LASSO: the underlying asset pricing model is linear, the selected model is
more interpretable, and its theoretical properties are more tractable.

« Harvey and Liu (2016): an algorithm that resembles the forward stepwise regression.
Their algorithm evaluates the contribution of each factor relative to a preselected
best model through model comparison and builds up the best model sequentially. It
commits to certain variables too early, which prevents the algorithm from finding the
best overall solution later.(robustness)

* Nonnegative regularization parameters to control the level of the penalty, we adopt
the widely used CV procedure (Friedman, Hastie, and Tibshirani (2009)).

shanxi umiversiey



|.  Methodology

F. Statistical Inference

« We derive the asymptotic distribution of the estimator for 4, under a jointly
large n and T asymptotic design. d is fixed, s and p can be either fixed or
Increasing.

THEOREM 1: Under Assumptions 1 to 6 in Internet Appendix B, if s*T Y?(n~! +

T-YHlognv pv T)=o0(1), we have

T2, — ay) = N0, TI).

where the asymptotic variance is given by

T T
.1 _ _
1= 111_13:; T Z Z E((l —ATv)(1 — AT )X lz_.fzg ] 1), ¥, = Var(z).

shanxi universiey



F. Statistical Inference

provides a Newey-West-type estimator of the asymptotic variance

THEOREM 2: Suppose the same assumptions as in Theorem 1 hold. In
addition, Assumption 7 in the Internet Appendix holds. If qs®?(T~12 +
n=12)||V [max|| Zllmax = 0,(1),® we have

[T — II.
where & = @g : %) is given by (9),
17
- 2SS g _
0= 2(1 FARTA SO MRErrrIl i
1 q o o~ o o~
+ 5 Z Z (1 —~ —) (1= AT )1 = AT E G2, + 22l ) 251,
k=1 t=k+
1 o ~
2, =7 ZE'E zr =g —njhe, 7= argmin{"G— nHJ|?: n.;j=0, J¢ I},
=1 "

and T is the union of selected variables using an LASSO regression of each
factor in g; on hy:

min {77G;.. - niH| +f_;T'1IIndI1], j=1.2....d (10)



O
1 Methodology e s

F. Statistical Inference

* Note that the asymptotic distribution of 4, does not rely on covariances (C,,
Cy) or factor loadings (8.8, of g,and h, because they appear in strictly
higher order terms, which further facilitates inference.

« Using analysis similar to Belloni, Chernozhukov, and Hansen (2014b), the
results can be strengthened to hold uniformly over a sequence of data-
generating processes that may vary with the sample size and only under
approximately sparse conditions.

» We stress that the inference procedure is valid even with imperfect model
selection. our inference is valid without relying on perfect recovery of the
correct model in finite sample.

i IE R
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1. Empirical Analysis




L 1. Emplrlcal Aﬂa|yS|S r

1. Empirical Analysis

« First, we start by evaluating the marginal contribution of factors proposed over the
last five years (2012 to 2016) to the large set of factors proposed before then.

« Second, we conduct a recursive exercise in which factors are tested as they are
introduced against previously proposed factors. (result)

« Third, we explore an alternative application of our procedure(similar in spirit to
forward stepwise selection).

 Finally, we study the robustness of our procedure from different angles.

» using alternative methods to reduce the dimensionality of h,, such as Elastic Net
and principal component analysis (PCA), as well as using the stepwise
procedure to select the benchmark.

« alternative portfolio constructions.
* the tuning parameters.

i IE R
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A. Data

» The zoo of factors
150 risk factors(15+135); July 1976 - December 2017, Monthly frequency

 Test portfolios

« Atotal of 750 portfolios as test assets(36+714)
3 X 2 portfolios sorted by size and book-to-market ratio......

» Robustness check: the set of 202 portfolios employed by Giglio and Xiu (2016)
25 portfolios sorted by size and book-to-market ratio......

« Second robustness check: 1,825 5X5 bivariate-sorted portfolios instead of
the 750 3 X 2 portfolios(175+1650)

2 PR
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B. Evaluating New Factors

« All factors proposed in the 2012 to 2016 period are evaluated against the same
benchmark, namely, the factors available up to 2012.

B.1. The First LASSO

the cross-sectional LASSO: select a parsimonious model that explains the cross section
of expected returns

select a relatively small model of the SDF, with four factors: (21), (99), (109), (117).
The main drawback: make mistakes in any finite sample
evaluate the robustness: the LASSO tuning parameter t, (10-fold CV)

In the case of 10-fold CV, we divide we run 200 different 10-fold CV exercises

the full sample period into 10 disjoint using 200 different randomization seeds.
and random subsamples.

shanxi umiversiey



B.l. The First LASSO
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B. Evaluating New Factors

« B.2. The Second LASSO

* identify the factors most likely to cause omitted variable bias

The first LASSO

\ 4

selects a very parsimonious
model, with four factors.
(a high 7,)

The second-stage LASSO

\ 4

tends to select between 20 and 80 control
factors.

(Any factor that could potentially bias the
estimate of A, should be retained)

\ 4

Many factors are close cousins

shanxi universiey




B. Evaluating New Factors

B.3. The Double-Selection Estimator

Table I

Testing for Factors Introduced in the 2012 to 2016 Period | #\erage excess
returns(risk premia)

\
(1) (2) (3) (4) x(ﬁ)
DS S8 FF3 No Selection Avg. Ret.
Ag tstat As tstat hg tstat hg tstat avg.ret.
id Factor Description (bp) (DS) (bp) (SS) (bp) (OLS) (bp) (OLS) (bp) tstat
136 Cash holdings —34 —0.42 15 0.17 10 0.54 -18 -0.18 13 0.98
137 HML Devil 54 1.04 -13 -0.25 —100 —-2.46™ 68 0.84 23 1.46
138 Gross profitability 20 0.48 3 0.06 23 2.00" 13 0.26 15 1.45
139 Organizational Capital 28 0.92 -1 —0.03 20 1917 16 0.41 21 2.05"
140 Betting Against Beta 35 1.45 38 1.50 36 2.25% 49 1.49 91 5.98%*
141 Quality Minus Junk 73 4 0.11 39 3.10"" 50 1.04 43 3.87"
142 Employee growth 43 1.36 -4 -0.12 -12 —0.89 18 0.37 8 0.83
143 Growth in advertising -12 -1.18 0 0.03 12 1.32 -2 —-0.13 7 0.84
144 Book Asset Liquidity 40 [ 5 0.12 20 1.59 20 0.42 9 0.79
145 RMW 160 15 0.41 20 1.80° 74 1.48 34 3.21*"
146 CMA 38 1.10 0 0.01 3 0.28 7 0.14 26 3.02™
147 HXZ 1A 51 2117 5 0.21 21 1.94° 40 1.08 34 417"
148 HXZ ROE 77 3.37"" 23 0.83 33 292" 104 2.87"" 57 499"
149 Intermediary Risk Factor 112 2217 60 1.19 4 0.08 22 0.32
150 Convertible debt -15 -1.36 -39 -3.227 26 3.327 17 1.01 11 1.70°

shanxi universiey



C. Evaluating Factors Recursively

Table 11
Testing Factors Recursively by Year of Publication

(1) (2) (3)

Year # Assets # Controls New factors (IDs)

1994 138 25 26 27

1995 150 27 28 29 30

1996 150 30 31 32 33

1997 168 33 34

1998 174 34 35 36 37 38 39 40 41 42 43 44

1999 228 44 45 46

2000 234 46 47 48 49 50 51

2001 252 51 52 53 54 55 56 57 58

2002 294 b8 59 60 61 17 faCtorS

2003 312 61 62 63 64 65 66

2004 336 66 67 68 69 70 T1 72 73 T4

2005 372 T4 75 76 77 78 79 80 81 82 83 84 85 86
87 88 89 90

2006 456 90 91 92 93 94 95 96 97 98 99 100 101 102

2007 H16 102 103 104 105 106 107 108

2008 552 108 109 110 111 112 113 114 115 116 117 118 119 120

2009 618 120 121 122 123 124

2010 636 124 1256 126 127 128 129

2011 666 129 130 131 132 133 134 135

2012 702 135 136

2013 708 136 137 138 139

2014 720 139 140 141 142 143 144

2015 738 144 145 146 147 148

2016

shanxi universiey



D. A Forward Stepwise Procedure

_, asmall set of “preselected” some factors that will not
| factors from h. (from FF-4) be penalized by LASSO

run our DS estimator

|

expands by exactly one all other factors g:
factor at each iteration one at a time

|

select the factor g.with the highest t-statistic
(always be preselected from h,)

|

ends when no more factors makes a
marginal contribution to the existing set

shanxi umiversiey



LI . Emplrlcal Ana|yS|S———

D. A Forward Stepwise Procedure

Selection results

« D: AForward Stepwise Procedure Introduced in 2012 to 2016
148, 88, 51, 62, 74, 61, 49, 122, 6, 55, 72, 53, 140: Betting Against Beta
119, 140, 44, 147, 65, 32, 31, 87, 123, 5 147: HXZ investment

148: HXZ profitability

« C: Evaluating Factors Recursively

34,38,41,44,50,51,53,64,66,72,95,99,123,140,
145,147,148

D vs C: caveat

« C:mimics the discovery process over time(2012-2016)
» D:researchers with different priors on the correct benchmark model

i IE R
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E. Robustness

E.1. Robustness to the Choice of Tuning Parameters

E.2. Robustness to Test Assets and Regularization Method

shanxi universiey



Figure 2. Factors introduced in the 2012 to 2016 period: robustness to tuning parameters

(t-statistics).
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Figure 3. Factors introduced in the 2012 to 2016 period: robustness to tuning parameters
(# selected controls).
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i
E.2. Robustness to Test Assets and Regularization Method B

Table II1
Robustness for Factors Introduced in the 2012 to 2016 Period

(1) (2) (3) (4) (5) (6)

Bivariate 3 x 2 Bivariate 5 x 5 202 Portfolios Elastic Net PCA Stepwise

Ag tstat Ag tstat Ag tstat Ag tstat Ag tstat Ag tstat
id Factor Description (bp) (DS) (bp) (DS) (bp) (DS) (bp) (DS) (bp) (DS) (bp) (DS)
136 Cash holdings —-34 —0.42 34 0.40 131 0.89 -13  -0.14 -65 —0.62 -73  —0.87
137 HML Devil 54 1.04 15 0.29 56 0.57 62 1.23 —-27 -0.51 49 1.01
138  Gross profitability 20 0.48 28 0.66 88 1.42 —-11 -026 16 0.35 16 0.47
139  Organizational Capital 28 0.92 23 0.75 6 0.16 12 0.38 21 0.57 0 0.01
140 Betting Against Beta 35 1.45 43 1.947 31 1.03 28 1.12 59 256" 62 257"
141  Quality Minus Junk 73 2.03" 58 1.67 123 2.45"" 74 2.13" 71 1.89" 40 1.16
142 Employee growth 43 1.36 12 0.34 54 1.34 51 1.49 -4 —0.09 33 0.98
143  Growth in advertising -12  -1.18 6 0.57 17 1.30 9 0.74 -6 —-057 3 0.27
144 Book Asset Liquidity 40 1.07 —24 —0.61 37 0.77 26 0.68 24 0.63 33 1.00
145 RMW 160 4.45™ 104 3.13"" 112 1.98™ 125 3.43™" 88 211" 96 271"
146 CMA 38 1.10 19 0.59 33 0.52 32 0.85 18 0.44 23 0.67
147 HXZIA 51 2.117 44 1.87" —45 —1.42 69 277" 36 1.31 49 1.92°
148 HXZ ROE 77 3.37"" 72 262" 116 2.22"" 103 3.85" 41 1.46 101 3.87"
149 Intermediary Risk Factor 112 2217 38 0.73 -16 -0.33 -16 -0.33 103 1.92° -10 -0.17
150 Convertible debt -15 -1.36 -6 -0.56 68 513" -—12 -1.08 -9 —088 0 —0.02
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I1l. Conclusion




Conclusion

Methodology

« propose a regularized two-pass cross-sectional regression approach
 the DS procedure

Empirical findings

« several newly proposed factors are useful in explaining asset prices

» the SDF loadings’ estimates for several factors are robust to changes in the
tuning parameters

« only a small number of factors proposed in the literature significant(recursively)

 obtain simply by using the risk premia of the factors or the standard Fama-
French three factor model as a control

bring discipline to the “zoo of factors”
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