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Abstract
• This paper introduces a new out-of-sample forecasting methodology for 

monthly market returns using the variance risk premium (VRP)

• This methodology is motivated by the ‘beta representation’

• When the slope of the contemporaneous regression of market returns on 
variance innovation is larger, future returns are more sharply related to the 
current VRP

• Predictions are more accurate when market returns are highly correlated to 
variance shocks
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1. Introduction



P 1-2 （ Background ）

• predictive relationships appear to change over time，(Fama and French, 1988a；
Dangl and Halling, 2012)

• predictors that perform well in sample often fail out of sample，(Goyal and Welch, 
2008; Campbell and Thompson, 2008)

• return predictions typically perform poorly at shorter horizons, (Fama and French, 
1988a)

• monthly or quarterly market returns are predictable by the one-month variance 
risk premium (VRP), ( Bollerslev et al. 2009)

𝑅𝑚,𝑡+1 = 𝛽0 + 𝛽𝑝𝑉𝑅𝑃𝑡 + 𝜖𝑡+1 （1）



P 3-5 （ A new approach ）

The new methodology is derived from two theoretical observations：
• The one-month market risk premium should be related to the VRP by the market’s exposure to 

variance risk. Then,
Rm,t = βv,0 + βv (RVt − Et−1[RVt ]) +ϵ0,t (2)

• When variance risk is responsible for a larger fraction of market risk, the VRP should explain a
greater share of the market risk premium.



P 6-10 (Comparison with traditional methods)
• Defects of traditional methods

• Advantages of the new methodology:

1. the contemporaneous regression of returns on variance innovations has a much higher R2

2. the new approach only uses the most recent month of data to determine the parameters

3. the new approach strictly outperforms the traditional way of return forecasting at the monthly
horizon

4. the out-of-sample predictive power of the VRP depends strongly on the degree of correlation 
between market returns and variance innovations



P 11-12 (The in-sample results and Cause analysis)

• The predictive beta estimated from in-sample regressions decreases in the 
contemporaneous variance beta

• The ability to more directly estimate the contribution of variance risk to the 
market risk premium follows from three unique characteristics of the VRP :

1. the VRP precisely measures the price of variance risk

2. unexpected changes in market variance is estimable relatively accurately using high-frequency
data

3. variance risk comprises a large part of the variation in market returns



1.1  Related literature

This paper is related to at least four different areas of research:
1. the leverage effect, Carr and Wu (2016), Bandi and Reno (2016)

2. time-varying return predictability, Henkel et al. (2011) and Dangl and Halling (2012), Lettau and 
Van Nieuwerburgh (2008), Johannes et al. (2014), Rapach et al. (2010)

3. the role of the price of variance risk across various asset classes, Martin and Wagner (2016), 
Londono (2014) and Bollerslev et al. (2014), Londono and Zhou (2017), Wang et al. (2013) (credit default
swaps) and Choi et al. (2017) (bonds)

4. downside risk, Kelly and Jiang (2014), Feunou et al. (2017) and Bollerslev et al. (2015),  Carr and Wu 
(2016), Bekaert and Hoerova (2014), Chen et al. (2018)



2. The variance risk premium 
and the expected market 
returns



variance risk premium (VRP)：
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Bollerslev et al. (2009) find that the VRP predicts short-term market returns. They run predictive 
regressions of monthly, quarterly, and semi-annual market returns (Rm,t+1) on the VRPt,

Rm,t+1= β0 + βpVRPt + ϵt+1 (4)



the VRP is unique for several other reasons：

• VRP is actually a price of risk

• the factor on which it is based, namely, variance innovations

the market price and variance tend to move in the opposite direction：

• the “leverage” effect

• “volatility feedback”



2.1 A simple model
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2.2 Empirical implications
• The slope that determines the relation between the short-term market risk premium and the risk

premium on market variance is largely determined by the amount of variance risk present in the
market portfolio.

Rm,t = βv,0 + βv (RVt − Et−1[RVt ]) +ϵo,t (9)

ET [Rm,T +1] = −βvV RPT + OT ,                                       (10)

• The equation that describes the relation between the VRP and the market risk premium suggests that 
market returns are more accurately predictable when the index and the variance of returns move 
closely together. If the orthogonal premium is unpriced or unrelated to the VRP, the orthogonal 
premium will appear as noise in a predictive regression in which the VRP is the sole predictor. If the 
premium is priced and related to the VRP, this premium will bias the predictive beta. In either case, as 
the contemporaneous correlation (ρt) gets closer to zero, predictions will become less accurate. On 
the other hand, when correlations are close to −1, the VRP should almost entirely identify the market 
risk premium. 



Contemporaneous beta approach：

The method is based on the close relationship between the predictive and contemporaneous betas
and implemented by using the beta of the contemporaneous regression in place of the predictive beta
to form the out-of-sample forecast.

Reasons：

• The contemporaneous relation between returns and changes in variance is much stronger than the 
predictive relationship between the VRP and future returns.

• Both returns and estimates of realized variance are available at the daily frequency. Hence, this new 
approach can be used even when the predictive relation changes rapidly over time.



3. Data and estimation



3.1 Forecasting variance
This paper use intraday, high-frequency, return-based RV to model the forecasts.

The high-frequency intraday trading data for the S&P 500 Index are obtained from Tickdata. This 
paper requires the data between 1989 and0 2016, since the first component used to estimate the VRP, 
the VIX2, is only available from 1990. 

To estimate the second component, RV is computed by first calculating squared log returns from the 
last tick of each five-minute interval. 

The constructed RV series is then used to compute the variance forecasts.

This paper use a variation of Corsi’s(2009) model and forecast the RV instead of the volatility. 

𝑅𝑉𝜏+𝑘 = 𝑎0 + 𝑎𝑑𝑅𝑉𝜏 + 𝑎𝑤෍

𝑗=0

4

𝑅𝑉𝜏−𝑗 + 𝑎𝑚෍

𝑗=0
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𝑅𝑉𝜏−𝑗 + 𝑒𝜏+𝑘 (11)

The one-day RV forecast (෢𝑅𝑉𝜏+1|𝜏) can then be constructed using the loadings on the daily, weekly, 
and monthly components. The forecast of monthly variance at day τ ((෢𝑅𝑉𝜏+1，𝜏+22|𝜏) is estimated by 
averaging the 22 daily forecasts (k = 1, . . . , 22). The forecasts are estimated using daily observations on a 
12-month rolling window to ac- count for the possibility that the forecast relation changes over time.



3.2 Estimation of the VRP
The VRP is measured by taking the difference between the square of VIX and the monthly forecast

of RV.

To deal with the mismatch, I either average the daily observations or take the end-of-month values.
These two measures are parametric and denoted by 𝑉𝑅𝑃 ത𝑃 and𝑉𝑅𝑃𝑃𝐸, respectively.

𝑉𝑅𝑃 ҧ𝑝,𝑡 =෍

𝜏∈𝑡

(
𝑉𝐼𝑋𝜏

2

252
−
෢𝑅𝑉𝜏+1,𝜏+22|𝜏

22
) (12)

𝑉𝑅𝑃𝑃𝐸,𝑡 =
𝑉𝐼𝑋𝑚(𝑡)

2

12
− ෢𝑅𝑉𝑚 𝑡 +1,𝑚 𝑡 +22|𝑚(𝑡) (13)

This paper supplement these two measures with a third nonparametric one. Denoted by VRPN, the 
nonparametric VRP is the difference between the scaled VIX and the historical RV, both averaged over 
the entire month. 



Fig. 1 compares the time series of the three VRPs used in this paper.



The daily innovation of market variance is calculated by computing the unexpected changes in RV scaled 
so that it matches the one-month interval. Then, the monthly contemporaneous beta is estimated from the 
regression of market returns on variance innovations, using only observations that belong to that particular 
month.

R m,Г = βv,0,t + βv,t (RVГ − RṼ Г |Г−1 ) + ϵГ (14)

To deal with possible heteroscedasticity, I consider weighted least squares (WLS) in addition to ordinary 
least squares (OLS).

The contemporaneous correlation (ρ̂ t ) is the correlation between the two variables in the above 
equation. The correlations are closely connected to the betas because they are transformations of each 
other.

ො𝜌𝑡 = መ𝛽𝑣,𝑡 ×
ෝ𝜎𝑡（RV𝜏−෢𝑅𝑉𝜏|𝜏−1）

ෝ𝜎𝑡(𝑅𝑚,𝜏)
(15)



The time series of the betas is provided in Fig. 2.



The time series of the correlations is in Fig. 3.



Table 1



4. Out-of-sample predictions



This section documents two finding:

• The beta that explains the predictive relationship is close to the negative of the
contemporaneous beta.

• Predictions perform better when the contemporaneous correlation between market
returns and variance innovations is more negative.



4.1 Out-of-sample predictions
The traditional approach to providing OOS forecasts:

(1) I run a predictive regression using the past k months of historical data (from time T − k + 1 to T) as

Rm,t = β0 + βpVRPt−1 +ϵt (16)
Then, the one-step-ahead predicted value of the excess market returns (R^

m,T +1|T ) is given as β̂ 0,T +
β̂ p,T V RPT .

(2) using the OOS-R2 to evaluate the OOS predictive performance

1 −
σ𝑡 ෠𝑅𝑚,𝑡+1|𝑡−𝑅𝑚,𝑡+1

2

σ𝑡 ത𝑅𝑚,𝑡−𝑅𝑚,𝑡+1
2 (17)

The Wald statistic is given as 

𝑊 = 𝑇 𝑇−1σ𝑡=1
𝑇 ∆𝐿𝑡+1 ෡Ω−1 𝑇−1σ𝑡=1

𝑇 ∆𝐿𝑡+1 (18)

Where △Lt+1=(Rm,t-Rm,t+1)
2-(Rm,t+1|t-Rm,t+1)

2 and Ω=σ𝑡=1
𝑇 (∆𝐿𝑡+1− ∆𝐿)2. Asymptotically, this Wald statistic 

follows a Chi-square distribution with degrees of freedom equal to the difference in the number of 
predictors.



“contemporaneous beta” approach：
෠𝑅𝑚,𝑇+1|𝑇 = − መ𝛽𝑣,𝑇𝑉𝑅𝑃𝑇 (19)

The product of the negative variance risk exposure and the VRP predicts excess market returns with a
zero intercept. This relation is based on the assumption that the orthogonal component is either
unpriced or is too noisy to determine in the short-run.

“hybrid approach” (a combination of the contemporaneous beta and 
traditional approaches):

𝑅𝑚,𝑡+! = − መ𝛽𝑣,𝑡𝑉𝑅𝑃𝑡 + 𝛿0 + 𝛿1 1 − ො𝜌𝑡
2𝑋𝑡 + 𝜂𝑡+1 (20)

෠𝑅𝑚,𝑇+1|𝑇 = − መ𝛽𝑣,𝑡𝑉𝑅𝑃𝑡 + መ𝛿0 + መ𝛿1 1 − ො𝜌𝑡
2𝑋𝑡 (21)



Table 2 summarizes the OOS-R 2s and the Wald statistics, along with p-values



To better understand cumulative improvements in the loss function over the benchmark. I define the 
Cumulative Outperformance of the Forecast (COF) as : when the new approach performs especially 
better over the traditional approach, I develop a measure that computes the

𝐶𝑂𝐹𝑇 = σ𝑡=1
𝑇 Δ𝐿𝑡 (22)

where Lt is the square loss function given in Eq. (18).

Fig. 4 plots the COF of the constrained forecast, and Fig. 5 that of the unconstrained forecast.





4.2 Time-varying out-of-sample predictability

This paper also study the connection between contemporaneous correlations and predictive R 2s. I
do so by dividing the full sample into different non-overlapping subsamples. 

Each of the 288 months in the full sample period of 1993–2016 is classified into one of three groups
according to the monthly series of the contemporaneous correlations between market returns and
variance innovations.  

When the correlation during a particular month is more negative than the f i rst tercile of the
historical distribution of past values, the month is classified as a “high” month. When the correlation is
more positive than the second tercile, it is classified as a “lower” month. Therefore, the classifications are 
made without any look-ahead bias.

Then, the OOS-R 2s are computed separately for each of these groups.

Table 3 summarizes the OOS-R 2s for each of the subsamples.





• When market prices and variance move closely together, the VRP is a very powerful predictor of
short-horizon market returns.

• When they move independently, it is hard to predict market returns using the VRP, since the
market portfolio is less exposed to variance risk.



4.3 Explaining the orthogonal premium
Return predictors other than the VRP may also complement the VRP for two
reasons.

• First, the predictive power of the VRP is strong for monthly and quarterly returns.

• Second, the predictive strength of many common predictors tends to decrease for the post-1993
period. In contrast, the VRP has been demonstrated to be a strong predictor of market returns in
the post-1990 period.





4.4 Evaluating economic significance– a trading strategy
• This paper also evaluate whether the closeness between the two betas can be used to form a

trading strategy. Following Goyal and Welch (2008) , I use the one-step-ahead OOS forecasts to
calculate optimal weight on the stock market as 

𝑤𝑇 =
෠𝑅𝑚,𝑇+1|𝑇

𝛾ෝ𝜎𝑇
2 （23）

The certainty equivalent (CE) of the return is computed as

𝐶𝐸 = 𝑅𝑝 −
𝛾

2
෢𝑉𝑎𝑟(𝑅𝑝) （24）

• Consider an alternative strategy, in which a fraction of the allocation of stocks depends on the
model-based predicted returns and the rest on the historical average of past returns. The weight
invested in the risky asset becomes

𝑤𝑇
′ =

෠𝑅𝑚,𝑇+1|𝑇

𝛾ෝ𝜎𝑇
2 ො𝜌𝑇

2 +
ത𝑅𝑚,𝑇

𝛾ෝ𝜎𝑇
2 1 − ො𝜌𝑇

2 （25）

Table 5 summarizes the resulting gains/losses in the annualized SRs and CEs.





Conclusion

• Predictions under the traditional approach could be highly misleading during periods when returns
and variance innovations are unrelated. During these times, investors appear to perceive variance
risk as unrelated to market risk. The VRP, therefore, provides little information about the market risk 
premium.

• When the correlation is highly negative, the VRP and the market risk premium are also highly related
because market and variance risk are closely related. Moreover, they are connected in a particular
way, so that the market’s exposure to variance risk can replace the predictive beta. The
contemporaneous beta approach predicts the one-month market also in an economically significant
manner.



5. In-sample  predictions



This section confirm that the key results also hold in sample.

I first summarize the results of the classical predictive regressions, replicating that of Bollerslev et al. 
(2009).

Next, I examine properties of the time-varying predictive beta and whether the predictive beta can be
inferred from the past contemporaneous relation between returns and variance innovations.

Then, I show that the in-sample predictive beta is approximately proportional to the contemporaneous
beta.

Finally, I investigate the performance of the predictive regressions over time and demonstrate that their
accuracy is related to the correlation between market returns and variance innovations.

This paper suggests that this predictive beta may change over time. They must be higher when the market 
portfolio loads more on variance risk, and lower when the market does not load on variance risk. This 
hypothesis can be directly tested by running the regression of 

𝑅𝑚,𝑡+1 = 𝛾0 + 𝛾𝑝𝑉𝑅𝑃𝑡 + 𝛾𝐼𝑉𝑅𝑃𝑡 × መ𝛽𝑣,𝑡 + 𝜀𝑝,𝑡+1 （26）

Table 6 summarizes the regression coefficients, t-statistics, and the adjusted-R 2s of the simple
predictive regression as well as the interactive regressions.





Table 7 reports the R 2s, coefficients, and t-statistics for each of the predictive regressions run separately
for subsamples.



Conclusion

The results show that the contemporaneous and predictive relations are linked in a very specific
manner, such that the predictive beta depends on the contemporaneous beta.

Moreover, the predictive performance, measured by R 2, increases as the correlation between market
returns and variance innovations becomes more negative.



6. Robustness



6.1 Alternative measures of the variance risk premium
This paper construct several other measures of VRP that have been used in
previous research:
• consider the measure of Bollerslev et al. (2009) and denote this by VRPBTZ

• consider the measure of Bekaert and Hoerova (2014):
෪𝑅𝑉𝑡 = 𝛼0 + 𝛼1෪𝑅𝑉𝑡−1 + 𝛼2𝑉𝐼𝑋𝑡−1

2 + 𝑒𝑡 （27）
modify their original measure and let VRPBH be the difference between the end-of-month value of VIX 
and the RV forecast of the above model

• VRPVXO denotes the case in which both option-implied variance (VXO) and high-frequency realized 
variance are estimated using the S&P 100 Index

Table 8 reports the key results of this paper using these alternative measures of the VRP.





6.2 Alternative specifications for the traditional approach



7. Conclusion



• This article shows that the slope that determines the contemporaneous relationship between market
and variance risk resembles the relationship between the risk premium of the market and market
variance. As a result, when the beta of the contemporaneous regression of market returns on
changes in its variance is used as the predictive slope for the VRP, one-month market returns can be 
predicted in a statistically and economically significant manner, even out of sample.

• The predictive power strongly depends on the degree of the contemporaneous correlation
between returns and variance innovations. When correlations are highly negative, predictions can be
made more accurately. Since the predicted strength of the leverage effect can be estimated ex ante,
we can anticipate this predictive power. The combination of the contemporaneous beta and the
VRP outperforms the average returns consistently over time, regard- less of the strength of the
asymmetry in the market.

• Although the VRP is constructed from option prices on the index as well as index returns, its ability
to predict future returns is not necessarily restricted to the equity index.



Thank You!


